
AI Bias in Health Care 

With artificial intelligence becoming more prevalent in society, it may come as a shock to 

none that AI is making its way into the field of health care. AI in this setting essentially analyzes 

data, and makes predictions based on that data. While AI is supposed to bring precision and 

efficiency, it’s also brought a worrying amount of bias to the health care field. The ACLU 

published the article, Algorithms Are Making Decisions About Health Care, Which May Only 

Worsen Medical Racism, which details the issue at hand. 1 

A study was done in 2019 on a specific algorithm that was already being used in many 

hospitals. The algorithms’ purpose was to recommend patients who needed care in hospitals. The 

study showed that patients who were black needed to be far sicker than patients who were white 

in order to be recommended for the same type of care. Now, this type of bias doesn’t just pop out 

of thin air. It’s important to note that this algorithm was trained on past data that the hospitals 

had, which reflects the history of disparities, and bias that was already occurring against minority 

patients. It raises the major question of AI in health care, and all other fields, of whether we are 

able to produce a non-biased AI when the data that the training is based on is entrenched in 

racism. 

As seen, there’s still issues with this type of technology that should be worked out before 

it’s used and affecting peoples real lives. However, that is not the case. Many algorithms used in 

clinical spaces are very under regulated, and there’s a severe lack of transparency present. The 

ACLU gave several key action items that must be done to try and combat the automation of bias. 

Two of these action items were to further requirements for the FDA to take part in when 

assessing devices, and mandating collaboration between federal agencies like the HSS, and the 

FTC in order to establish best practices for device manufactures to follow. 

 It’s clear that while AI has the capability to increase the speed of analyzing data within 

this field, it’s become evident that AI also has the capabilities to further the inequities, and 

inequality of minorities in the U.S. Action must be taken to ensure that this type of technology 

doesn’t add to the heavy load of bias that many patients already face when walking into a 

hospital. 
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